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Introduction

A properly functioning masticatory system is very important to a person’s wellbeing; however, this system is prone to dysfunction, whether with the teeth or with the jaw joints. In order to better deal with these problems it is necessary to have a good understanding of how the masticatory system functions. One possible way to increase this understanding is through the use of mathematical modelling. There are two main mathematical modelling techniques that have been used to study the masticatory system, involving models that focus on the kinematics of the system or models that use numerical techniques such as the finite element method (FEM) to calculate stresses within the components of the system.

Abstract

We present here an anatomically based model of the human masticatory system that provides a framework for simulating the complex chewing process. The initial motivation for creating this model was the desire to have a computational model of the human jaw that can be used to simulate the action of simple bites, and to calculate the stresses and forces on the teeth that are involved. The model created also provides a platform that can be used to investigate other features of the masticatory system. To construct this global model, individual models of the bones of the skull and jaw were created from generic data sets. Geometric models of the muscles of mastication were also created and attached to the appropriate bones. To complete this initial model, representations of the crowns of the teeth were created and a basic model of the temporomandibular joint (TMJ) was included. The finite element method was used to solve for the stresses and strains created by the loading conditions during a clenching simulation involving the mandible bone. The model presented here is also discussed in relation to a model of the entire musculo-skeletal system being developed as part of the Physiome Project.
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simulate the movement of the mandible by applying suitable muscle forces in the directions of the force vectors. The masticatory system is known to be kinematically indeterminate [Koolstra and van Eijden, 2001], with a particular movement of the mandible able to be produced by a variety of combinations of muscle activations. This means some form of optimisation algorithm must be used to determine muscle functions. The common objective functions used attempt to minimise joint load [Trainor et al., 1994], or total muscle forces [Baragar and Osborn, 1987; Koolstra and van Eijden, 2001]. These kinematically focused mathematical models are primarily used to study the movement of the mandible and how this is influenced by actions of muscles; however, they cannot be used to calculate stresses within bones.

Some models of the masticatory system geometry use the finite element method to solve for the stresses and strains created by loading conditions. Many of these finite element models only focus on very specific regions, most notably the TMJ. Early finite element models of the TMJ were two-dimensional [Chen and Xu, 1994; Chen et al., 1998]; however, recently there have been some three-dimensional models [e.g. Nagahara et al., 1999; Beek et al., 2000, 2001; Tanaka et al., 2001, 2004; del Pozo et al., 2003; Donzelli et al., 2004]. These models focus on the movement and stresses on the TMJ disc and articular surfaces during jaw opening and clenching. There has also been some work using finite element models of the full jaw by Korioth et al. [1992], Korioth and Hannam [1994], and Hu et al. [2003]. These studies analysed the stresses and linear elastic deformation in the mandible during clenching simulations.

The purpose of this paper is to present a new anatomically realistic generic computational model of the entire human skull and jaw that uses the finite element method to calculate stresses and displacements of the masticatory system components. This model differs from previous finite element models in a number of ways. The geometry of this skull and jaw model was created using high order cubic Hermite elements rather than linear elements. These elements preserve the derivative continuity between element boundaries, allowing for a mesh that accurately represents the geometry using a far smaller number of elements than a linear mesh. A description of cubic Hermite interpolation is given in Appendix 1. Our model has also been designed to offer more flexibility of application than any models previously created. To achieve this, models of the full geometry of the skull bones, plus the muscles involved in mastication have been created. Although the model has currently only been used in a static clenching simulation involving the mandible it will be capable of solving simulations of movements involved in mastication.

Methods

Model Creation

The geometry of the jaw model was obtained from several sources of data. The bone data were digitised from a set of anatomically accurate drawings of an averaged adult Caucasian male skull. Details of these drawings are given in Appendix 2. This set of bone data was used in order to create a generic skull and jaw model, making it a good starting point for creating customised models for different individuals if necessary.

To construct our mesh using cubic Hermite elements, we formulated it as an optimisation problem, as described in Fernandez et al. [2004]. An iterative linear fitting algorithm was used as follows. Firstly an initial mesh was created by choosing some of the data points as nodes that were used for producing linear elements. The data points were then projected onto the flat mesh surfaces to obtain the root mean squared (RMS) error of the distance separating the mesh surface from all the data points. The optimisation problem was then solved and nodal positions and derivatives of the mesh were adjusted so that the element surfaces deformed and moved closer to the data points (to ‘fit’ the data). The data points were then re-projected onto the deformed mesh and the new error was calculated. This procedure of error estimation, optimisation problem solution and mesh updating was repeated until the error was within some desired value. The mesh creation procedure is illustrated in figure 1.

Since no generic data were available to us on the teeth, the data used to create the tooth models came from a scan of the surfaces of the crowns of a given individual. Due to the limited data, and to keep the model from becoming overly complex at this early stage, only the crowns of the teeth were modelled. These initial models were rigidly attached to the bones. This reduced detail was considered to be adequate since the main focus was on global jaw movements and general deformations and stresses throughout the mandible. However, if more detailed stresses are required around the teeth then it is certainly possible to add more detail to the teeth.

The occlusal surfaces of the tooth models were created to approximate the cusps of the teeth, and to fit together with a realistic occlusion as described in anatomy texts [Gray, 1918; McDevitt, 1989; Fehrenbach and Herring, 1996]. The data used for the teeth are shown in figure 2 along with the tooth models attached to the bones.

The muscle data were gathered from the Visible Human project [Spitzer et al., 1996]. The procedure for obtaining the data for our fitting procedure involved stacking slices 5 mm apart in the correct positions, then tracing the outline of the muscles on each slice with a number of data points as shown in figure 3a. This enabled a three-dimensional set of data points for the surface of the entire muscle to be built up, as shown for the temporalis muscle in figure 3b. Data were collected for the suprahyoid muscles as well as for the four pairs of ‘muscles of mastication’ the masseter, temporalis, medial pterygoid and lateral pterygoid in order to model the muscles involved in all jaw movements. The muscle models were created in a similar manner to the bones using the finite element fitting procedure previously discussed. Finer details of surface geometry and attachment
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Points were adjusted with guidance from anatomists, and by referring to anatomy texts [Gray, 1918; McGrath and Mills, 1984; McDevitt, 1989; Ellis et al., 1991; Fehrenbach and Herring, 1996]. The final muscle models are shown with the bone mesh in figure 3d, e.

The models that have been created using the above procedure are suitable for a variety of computational simulations. In order to use the model for computational simulations, however, extra detail was required specifying the material properties of components of the model. Exactly what physical process is to be simulated using the model will determine what additional detail is required. If jaw movements involving the muscles deforming or contracting are to be solved then additional detail in the muscle models such as anisotropic elastic data based on fibre directions will be required. However, if stresses and strains in the bone are to be calculated then the material properties of the bone must be included in the model. We describe below our initial work on simulating clenching using the mandible bone only. Since large displacements in the bone typically do not occur, at the continuum level the bone is assumed to behave as a linearly elastic material (as described in Appendix 3). For the linear elasticity simulation the elastic moduli and Poisson’s ratio of the bone were specified.

Bone is primarily made up of two types, cortical and cancellous. The mandible consists of a cancellous bone core surrounded by cortical bone as illustrated in figure 4a. In our clenching simulation both bone types were modelled as isotropic materials as has been done in previous finite element studies. A Young’s modulus of 10 GPa was used for the cortical bone. Whilst this value is slightly lower than the 13.7 GPa that has been used in other finite element studies [Chen et al., 1998; Nagahara et al., 1999; Tanaka et al., 2000, 2001, 2004; Hu et al., 2003], it is more in line with the experimental values found in Lettry et al. [2003]. The cancellous bone Young’s modulus used in literature varies widely, with the above studies using 7.9 GPa, whereas the finite element model by Korioth and Hannam [1994] used a value of 0.38 GPa. For our simulation a modulus value of 1 GPa was chosen for the value of Young’s modulus of cancellous bone. Poisson’s ratio used for both bone types was 0.3, with this value being commonly used throughout the literature. Figure 4b shows a cross-section from the body of the mandible model illustrating the cortical and cancellous regions as modelled.

---

Fig. 1. a The bone data digitised from the skull drawings. b An initial linear mesh is created by choosing some of the data points to use as nodes, then joining these up with straight lines to create the elements. The data points are then projected orthogonally onto the initial mesh as shown and the error is calculated, shown by the red lines. The fitting technique is used to adjust the node positions and derivatives to create the curved fitted mesh shown in c with the data shown with blue crosses. This process is repeated until the errors are within acceptable limits. The final fitted mesh is shown on its own in d.

Fig. 2. a Data from the scanned teeth. b Bone model with the teeth added.

Fig. 3. a One slice of the visible human data set showing the temporalis muscles outlined with data points. b The full data set of the temporalis muscles built up by tracing around the muscle outlines on several slices. The completed data set for all the muscles modelled is shown in c where the temporalis data are purple, the masseter data yellow, the medial pterygoid data green, the lateral pterygoid data blue and the data points for all the suprahyoid muscles are red. In d the full set of fitted muscle models is shown with the some colours as for the data. The completed jaw geometry including muscles, teeth and bones is shown in e.
Clenching Simulation

In order to create a realistic clenching simulation it was necessary to determine what forces the muscles are applying to the mandible in this state. Force data from a previous finite element study on the mandible by Korioth and Hannam [1994] was used as the basis for the clenching simulation.

The muscle forces were described using unit vectors giving the muscle directions, with weighting and scaling factors indicating the force magnitude. The weighting factor is the total muscle force that could be generated by a particular muscle, with the scaling factor indicating the ratio of that muscle’s contraction during the clenching task compared to the maximum. For muscles with wide attachment areas, where the applied force is in more than one direction, more than one unit vector was given. The temporalis muscle, for example, was split into anterior, middle and posterior parts, while the masseter muscle was split into superficial and deep parts. To simulate the muscle forces being applied over wide attachment areas a number of parallel force vectors were used for each muscle. The muscle force data are detailed in Table 1.

The muscle force data are obtained by multiplying the weighting factor by the scaling factor [as detailed in Korioth and Hannam, 1994]. The muscle force vectors were then found by scaling the unit vectors by the force magnitudes, and these force vectors were evenly portioned between all the nodes in the muscle’s attachment area. Figure 5 illustrates the muscle force vectors acting on the mandible. The displacement boundary conditions for this clenching simulation involved preventing the condyles from translating in any direction to simulate being fixed in the TMJ fossa. The canines, premolars and molars were all prevented from moving vertically or bilaterally.

Results

The accuracy of the fit for the mandible model and the bottom teeth used in the clenching simulation was obtained by projecting the data points onto the final fitted mesh and calculating the RMS error. The RMS error for

Fig. 4. a Cross-section of the mandible showing the cancellous core and surrounding cortical bone. b Section of the mandible model illustrating the cancellous and cortical regions as modelled. The green crosses indicate the cancellous regions and the blue crosses the cortical bone region.

Fig. 5. The mandible model with arrows representing the muscle force vectors. The purple arrows indicate the temporalis muscle, the yellow indicates the masseter muscle, the blue indicates the lateral pterygoid muscle and the red the digastric muscle. The medial pterygoid force vectors are not shown as they are acting on the inside of the mandible.

Fig. 6. The mandible model showing initial (white) and deformed (gold) states from the clenching simulation. The actual deformation is shown without exaggeration. The maximum deformation can be seen at the point of the coronoid process, due to the action of the temporalis muscle. The angle of the mandible is also deformed outwards and forwards, due to the strong force provided by the masseter muscle.
the mandible model was 1.06 mm, and the error for the tooth models was 0.71 mm.

The calculated displacements in the mandible during the clenching simulation were small, with the maximum displacement being only 0.3 mm. The original and deformed geometry of the mandible is shown in figure 6. The point of maximum displacement was at the top of the coronoid process, with 0.3 mm displacement in the vertical direction. The displacements calculated around the lower jaw border showed that there was an expansion of the mandible mainly around the angle, which reduced towards the front of the jaw. The lower jaw border moved upwards slightly in the same regions. The dental arch also expanded slightly, particularly towards the back molars.

**Discussion**

We have presented above an extensible modelling framework of the human masticatory system. This model extends the work of previous finite element models that have been created of the jaw with the use of high order elements allowing for the geometry to be represented more realistically than linear elements allow. A static clenching simulation has been performed using the mandible. The results from this simulation indicate that our model is capable of calculating realistic displacements and stresses of the bone caused by the muscle forces. All of the displacements calculated in our clenching simulation match the results from the Korioth and Hannam [1994] study, in terms of directions and the relative displacements of different regions of the model. The position of maximum displacement matched that found in Korioth and Hannam [1994], where the coronoid process had 0.46 mm displacement. The reduced displacement in this model would be expected as the material properties used here differed from those used in Korioth and Hannam [1994] resulting in a stiffer model. These results indicate that one limitation on the accuracy of the model simulations appears to be the bone material properties that are used. For the clenching simulation performed appropriate values for Young’s modulus and Poisson’s ratio were chosen, with the bone considered to be homogeneous and isotropic. Experimental studies [Huiskes, 1982; Lettry et al., 2003], indicate that cortical bone most closely resembles an orthotropic material. The cortical bone of the mandible has been modelled as orthotropic in a few studies [Hart et al., 1992; Korioth and Hannam, 1994], although it has been more commonly modelled as isotropic [Chen et al., 1998; Nagahara et al., 1999; Tanaka et al., 2000, 2001, 2004; Hu et al., 2003]. If more detailed data of mandible bone material properties could be obtained then our model has the capability of modelling anisotropic materials. The elas-

<table>
<thead>
<tr>
<th>Table 1. Muscle force data taken from Korioth and Hannam [1994], adjusted for our model’s coordinate system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muscle</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Superficial masseter</td>
</tr>
<tr>
<td>Deep masseter</td>
</tr>
<tr>
<td>Medial pterygoid</td>
</tr>
<tr>
<td>Anterior temporalis</td>
</tr>
<tr>
<td>Middle temporalis</td>
</tr>
<tr>
<td>Posterior temporalis</td>
</tr>
<tr>
<td>Inferior lateral pterygoid</td>
</tr>
<tr>
<td>Superior lateral pterygoid</td>
</tr>
<tr>
<td>Anterior digastric</td>
</tr>
</tbody>
</table>

The unit vectors are for muscles on the right side and can be adjusted for left muscles by swapping the sign of the X value. The table shows for each of the muscle sections used, the number of nodes included in the attachment area along with the values used to calculate the muscle force vectors. The weighting factor is the total muscle force that can be generated by that muscle section. The scaling factor indicates for the left or right muscle section the ratio of muscle contraction compared to the maximum possible activity. The weighting factor and the scaling factor multiply to give the muscle force magnitude. The force vectors are obtained by multiplying the muscle force magnitudes by the unit vectors for each muscle section.
tic moduli and Poisson’s ratio values can also be specified at discrete positions within the mesh, or interpolated across each element using the cubic Hermite basis functions allowing for the inhomogeneous nature of bone to be taken into account.

The anatomically based models of the jaw and TMJ described above are part of a larger project to model the complete musculo-skeletal system within the framework of the Physiome Project [Hunter and Borg, 2003]. The aim of the Physiome Project is to build models of physiological processes that span multiple spatial scales from genes and proteins to cells, tissues and organs as illustrated in figure 7. At the larger spatial scale of tissues and organs these models are based on continuum physics and use methods similar to those used in the analysis of any engineering structure – except that, unlike most engineering structures, the materials are nonlinear, anisotropic and inhomogenous. As one moves down the spatial scale the equations move from partial differential equations to ordinary differential equations to stochastic systems and network models. The greatest challenges lie in developing models that bridge across the spatial scales.

**Summary and Conclusions**

We have created a computational modelling framework for studying the function of the masticatory system. Geometrical models of the bones of the skull and jaw have been created, along with models of the muscles involved in mastication. Initial models of the crowns of the teeth have also been included. The mandible model has been used in a simple clenching simulation, the results of which indicate that the model is capable of obtaining realistic stresses and displacements of the bone. Further applications planned for the modelling framework include simulating motion of the mandible, studying the articulation of the TMJ and calculating the stresses in the TMJ disc. In order to achieve this, a detailed model of the TMJ anatomy is to be created. Kinematic data of jaw movement are being collected to use as boundary conditions for the simulation.

**Appendix 1: Cubic Hermite Interpolation**

The standard one-dimensional linear Lagrange basis functions used for interpolating over the mesh elements are

\[
\varphi_1(\xi) = 1 - \xi \\
\varphi_2(\xi) = \xi
\]

where \( \xi \) is a local coordinate on the element (varying from 0 at local node 1 to 1 at local node 2). The linear interpolation formula for this case is

\[
\phi(\xi) = \varphi_\alpha(\xi) \phi_\alpha \quad (\alpha = 1, 2) \quad \equiv \varphi_1(\xi) \phi_1 + \varphi_2(\xi) \phi_2
\]

where \( \phi_\alpha \) is the value of \( \phi \) at node \( \alpha \). This type of interpolation preserves continuity between elements, but does not preserve slope continuity. This interpolation can be extended to two or three dimensions by using a local \( \xi \) variable in each direction.
In contrast to this, the one-dimensional cubic Hermite basis functions are
\[
\psi_1^0(\xi) = \frac{1}{2} - 3\xi^2 + 2\xi^3; \quad \psi_1^1(\xi) = \xi(\xi - 1)^2 \\
\psi_2^0(\xi) = \frac{1}{2} - 2\xi^2 + \xi^3; \quad \psi_2^1(\xi) = \xi^2(\xi - 1)
\]

The interpolation formula for this case is
\[
\phi(\xi) = \psi_1^{i\alpha}(\xi) \phi_0^{i\alpha} + \psi_1^{i\alpha}(\xi) \frac{\partial \phi}{\partial \xi} + \psi_2^{i\alpha}(\xi) \phi_2^{i\alpha} + \psi_2^{i\alpha}(\xi) \frac{\partial \phi}{\partial \xi}
\]
where
\[
\phi_0^{i\alpha} \quad \text{is the value of } \phi \text{ at node } \alpha \text{ and} \\
\phi_1^{i\alpha} = \frac{\partial \phi}{\partial \xi}
\]
at node \(\alpha, \alpha = 1, 2\). This interpolation expression preserves both continuity of function and derivative across element boundaries.

A two-dimensional bicubic Hermite basis requires three derivatives per node, a derivative of \(\phi\) with respect to each of the \(x\) directions plus a cross-derivative. The bicubic interpolation of these nodal parameters is given by
\[
\phi(\xi_1, \xi_2) = \psi_0^0(\xi_1) \psi_0^0(\xi_2) \phi_0 + \psi_0^1(\xi_1) \psi_0^1(\xi_2) \phi_1 + \psi_0^2(\xi_1) \psi_0^2(\xi_2) \phi_2 + \\
\psi_1^0(\xi_1) \psi_1^0(\xi_2) \phi_0 + \psi_1^1(\xi_1) \psi_1^1(\xi_2) \phi_1 + \psi_1^2(\xi_1) \psi_1^2(\xi_2) \phi_2 + \\
\psi_2^0(\xi_1) \psi_2^0(\xi_2) \phi_0 + \psi_2^1(\xi_1) \psi_2^1(\xi_2) \phi_1 + \psi_2^2(\xi_1) \psi_2^2(\xi_2) \phi_2 + \\
\frac{\partial \phi}{\partial \xi_1} + \frac{\partial \phi}{\partial \xi_2} + \frac{\partial \phi}{\partial \xi_1 \partial \xi_2} + \frac{\partial^2 \phi}{\partial \xi_1^2} + \frac{\partial^2 \phi}{\partial \xi_2^2} + \frac{\partial^2 \phi}{\partial \xi_1 \partial \xi_2}
\]

Further details on the cubic Hermite basis functions can be found in Bradley et al. [1997].

**Appendix 2: Skull Data**

The bone model used in this study is based on three orthogonally oriented maps of fully reconciled closely spaced contours of the free surfaces of a hypothetical normalized human skull and mandible. Key anthropometric points to control size and general shape were derived from data from 1,000 male skulls from 17 ethnic groups which provided unweighted means for 55 point-to-point distances [Howells, 1973]. These data were converted to points in a Cartesian coordinate system with its defining axis in the plane of symmetry and parallel to the Frankfort horizontal plane. Principal cranial contours were refined using data from 112 male skulls from Hythe [Stoessiger and Morant, 1932] and more specific studies [Young, 1957; Olivier, 1974]. Sagittal facial form was refined using data on the bony nasopharynx [Bergland, 1963] and mandibular form from data from 102 twenty-to-thirty year-olds [Solow, 1966]. Key points on the sphenoid bone were derived from data from some 800 Egyptian male skulls (Series E) [Woo, 1931; Pearson and Woo, 1935]. Many details were based on data from Lang [1983].

Contours were then generated at 5-mm intervals using cross-sectional data from atlases [for instance, Mau-Dickson et al, 1983; McGrath and Mills, 1984] and specially prepared anatomical material. In each specific region the contour in one of the orthogonal planes was usually characteristic and easily fitted in relation to two or more of the established anthropometric points. Sections in the two other planes were systematically fitted and checked against sectional material, the contours in all three planes being carefully refined and reconciled until they all matched available data closely. The aim throughout was to have each contour capture the qualitative features shared by several examples from sectioned material while conforming to the constraints on size and orientation established by the anthropometric data. The contours (fig. 8) are those of a representative standard skull and the finite element model was fitted to this virtual skull.

---
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Appendix 3: Linear Elasticity Equations

If a body is in equilibrium then we have
\[ \sigma_{ij,j} + b_i = 0 \quad (i, j = 1, 2, 3) \]  
(1)
where \( \sigma_{ij} \) are the components of the stress tensor and \( b_i \) is the body force per unit volume. Also note that
\[ \sigma_{ij,j} = \frac{\partial \sigma_{ij}}{\partial x_j}. \]

For the case of linear elasticity an assumption is made that displacements are small, allowing the small strain tensor to be used
\[ e_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}) \quad (i, j = 1, 2, 3) \]  
(2)
where \( u_i \) and \( u_j \) are components of the displacement vector \( u \).

The object here is to find the stresses and displacements within the jaw as it is subject to a known set of body forces and prescribed stresses and displacements at the boundary. Given this objective there are 15 unknown quantities to solve for (6 stresses, 6 strains and 3 displacements). There are only 9 equations given in (1) and (2) above, however, which are not sufficient to solve for all the unknowns. Therefore an extra set of equations is required. These are the material-dependent constitutive laws which define the stress-strain relationships of a particular material.

\[ \sigma_{ij} = C_{ijkl} E_{kl} \]

where \( C_{ijkl} \) are the 81 components of a 4th-order tensor. The number of components can be reduced when there is symmetry of stress-strain behaviour within the material. The simplest material type is isotropic, where the material response is the same in every direction. In this case the constitutive law simplifies to the generalised Hooke’s law
\[ \sigma_{ij} = \lambda e_{kk} + 2\mu e_{ij} \]  
(3)
where \( \lambda, \mu \) are Lamé’s constants. Two material properties must be specified for these constitutive equations, Young’s modulus \( E \) and Poisson’s ratio \( \nu \). These are related to Lamé’s constants by
\[ E = \frac{\mu (3\lambda + 2\mu)}{\lambda + \mu} \]
\[ \nu = \frac{\lambda}{2(\lambda + \mu)} \]
Providing the displacements are continuous functions of position then the equations 1, 2 and 3 are sufficient to determine the 15 unknowns.
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